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Abstract—Image authentication verifies the originality of an
image by detecting malicious manipulations. Its goal is different
from that of image watermarking, which embeds into the image
a signature surviving most manipulations. Most existing methods
for image authentication treat all types of manipulation equally
(i.e., as unacceptable). However, some practical applications
demand techniques that can distinguish acceptable manipulations
(e.g., compression) from malicious ones. In this paper, we present
an effective technique for image authentication which can prevent
malicious manipulations but allow JPEG lossy compression. The
authentication signature is based on the invariance of the relation-
ships between discrete cosine transform (DCT) coefficients at the
same position in separate blocks of an image. These relationships
are preserved when DCT coefficients are quantized in JPEG
compression. Our proposed method can distinguish malicious
manipulations from JPEG lossy compression regardless of the
compression ratio or the number of compression iterations. We
describe adaptive methods with probabilistic guarantee to handle
distortions introduced by various acceptable manipulations such
as integer rounding, image filtering, image enhancement, or
scaling-recaling. We also present theoretical and experimental
results to demonstrate the effectiveness of the technique.

Index Terms—Authentication, digital signature, integrity,
JPEG, manipulation, security.

I. INTRODUCTION

T HE WELL-KNOWN adage that “seeing is believing” is no
longer true due to the availability of powerful image ma-

nipulation software. This technical development has decreased
the credibility that photography used to achieve.

Development of robust image authentication techniques be-
comes an important issue. If we consider a digital image to be
merely an ordinary bitstream on which no modification is al-
lowed, then there is not much difference between image au-
thentication and other message authentication problems. Two
methods have been suggested for achieving the authenticity of
digital images: having a digital camera sign the image using a
digital signature [8], or embedding a secret code in the image
[26]. The first method uses an encrypted digital “signature,”
which is generated in the capturing devices. A digital signature
is based on the method of Public Key Encryption [5], [22]. A pri-
vate key is used to encrypt a hashed version of the image. This
encrypted message is called the “signature” of the image, and
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it provides a way to ensure that this signature cannot be forged.
This signature then travels with the image. The authentication
process of this image needs an associated public key to decrypt
the signature. The image received for authentication is hashed
and compared to the codes of the signature. If they match, then
the received image is authenticated. The second method embeds
a “watermark” in an image [15], [26], [27]. The fragile water-
mark will usually be destroyed after manipulation. Authenticity
is determined by examining the watermark extracted from the
received image. Both the above methods have clear drawbacks.
Authenticity will not be preserved unless every pixel of the im-
ages is unchanged. However, since lossy compression such as
JPEG is often acceptable—or even desired—in practical appli-
cations, an authentication method needs to be able to distinguish
lossy compression from malicious manipulations.

Manipulations on images can be considered in two ways:
methodandpurpose. Manipulation methods include compres-
sion, format, transformation, shifting, scaling, cropping, quanti-
zation, filtering, replacement,etc.The purpose of manipulations
may betransformationor attack. The former are usually accept-
able, and the latter unacceptable. We list two kinds of transfor-
mation of representation below.

1) Format transformation and lossless compression. Dis-
regarding the noise caused by the precision limitation
during computation, pixel values are not changed after
these manipulations. Therefore, we exclude these manip-
ulations in the discussion in this paper.

2) Application-specific transformations. Some applications
may require the lossy compression in order to satisfy the
resource constraints on bandwidth or storage. Some appli-
cations may also need to enhance the image quality, crop
the image, change the size, or perform some other oper-
ations. A common aspect of these manipulations is that
they change the pixel values, which results in different
levels of visual distortion in the image. Usually, most of
these operations try to minimize the visual distortion.

Attacks, or malicious manipulations, change the image to a
new one which carries a different visual meaning to the observer.
One typical example is replacing some parts of the image with
different content.

It is difficult for an authenticator to know the purpose of ma-
nipulation. A practical approach is to design an authenticator
based on the manipulation method. In this paper, we design
an authenticator which accepts format transformation, lossless
compression, and the popular JPEG lossy compression. The au-
thenticator rejects replacement manipulations because they are
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frequently used for attacks. Our authenticator does not aim to re-
ject or accept, in absolute terms, other manipulation methods be-
cause the problem of whether they are acceptable depends on ap-
plications. But, if necessary, some manipulations can be clearly
specified by users, such as shifting, cropping, or constant inten-
sity enhancement. We will discuss this more rigorously later.
The proposed authentication techniques has been extended and
applied to MPEG video authentication as well [16].

For an image, there are some invariance properties which can
be preserved during JPEG lossy compression. Let us consider
the relationship between two DCT coefficients of the same po-
sition in two separate blocks of an image. This relationship
will hold even if these coefficients are quantized by an arbitrary
quantization table in a JPEG compression process. In this paper,
we will use this invariance property and propose a robust authen-
tication method which can distinguish malicious manipulations
from JPEG lossy compression.

A comprehensible list of multimedia authentication research
papers can be found in [17]. Bhattacha and Kutter proposed
an authentication method which extracts “salient” image fea-
ture points by using a scale interaction model and Mexican-Hat
wavelets [1]. They generate a digital signature based on the loca-
tions of these feature points. The advantage of this technique is
its compact signature length. But, the selection process and rele-
vance of the selected points are not clear. This technique may not
be adequate for detecting some crop-and-replace manipulations
inside the objects. Its robustness to lossy compression is also
unclear. Queluz proposed techniques to generate digital signa-
tures based on moments and edges [20]. Moment features ignore
the spatial distribution of pixels. Images can be easily manipu-
lated without changing their moments. Edge-based features may
be a good choice for image authentication because the contour
of objects should keep consistent for acceptable manipulations.
However, several issues have to be further solved such as the
reduction of signature length, the consistency of edge detector,
and the robustness to color manipulations. Fridrich proposed a
robust watermarking technique for authentication [6], [7]. He
divided images into blocks. For each block, quasi-VQ
codes are embedded by the spread spectrum method [3]. This
technique is robust to manipulations. But, it cannot detect small
area modification. The error between the extracted watermark
and the reconstructed quasi-VQ codes is too large after JPEG
compression [7]. Therefore, this technique would be hard to dis-
tinguish malicious manipulations from JPEG compressions.

This paper is organized as follows. We briefly review the
JPEG system in Section II. In Section III, a general system for
authentication will be proposed. Also, we will describe how
to control parameters for different practical uses. A simple ex-
ample is shown in this section. We will present rigorous per-
formance analysis in Section IV. Experimental results will be
shown in Section V. In Section VI, we will present conclusions
and discuss future work.

II. REVIEW OF JPEG LOSSYCOMPRESSION

In this section, we briefly review the JPEG lossy compres-
sion standard. At the input to the JPEG [25] encoder, the source
image, , is grouped into nonoverlapping blocks,

. Each block is sent sequentially to the discrete cosine
transform (DCT). Instead of representing each block,, as a

matrix, we can rewrite it as a vector following the
“zigzag” order [25]. Therefore, the DCT coefficients, , of the
vector, , can be considered as a linear transformation of
with a transformation matrix , s.t.,

(1)

Each of the 64 DCT coefficients is uniformly quantized with
a 64-element quantization table. In JPEG, the same table is
used on all blocks of an image. (For color images, there could
be three quantization tables for YUV domains, respectively.)
Quantization is defined as the division of each DCT coefficient
by its corresponding quantizer step size, and rounding to the
nearest integer:

(2)

where . In . (2), is the output of the quantizer.
We define , a quantized approximation of , as

(3)

In addition to quantization, JPEG also includes scan order con-
version, dc differential encoding, and entropy coding. Inverse
DCT (IDCT) is used to convert to the spatial-domain image
block

(4)

All blocks are then tiled to form a decoded image frame.
Theoretically, the results of IDCT are real numbers. How-

ever, the brightness of an image is usually represented by an
8-bit integer from 0 to 255, and thus a rounding process map-
ping those real numbers to integers is necessary. We found that
popular JPEG softwares, such as PhotoShop, xv, etc., use the
integer-rounding functions in several steps of their DCT and
IDCT operators in order to save computation or memory. The
input and output of their DCT and IDCT operators are all in-
tegers. This approximation may not introduce too much visual
distortion but may affect the authentication system performance
that we will discuss in more detail in Section IV.

III. A UTHENTICATION SYSTEM

The proposed authentication method is shown in Fig. 1. Our
method uses a concept similar to that of the digital signature
method proposed by Friedman [8], but their technique doesn’t
survive lossy compression. A signature and an image are gen-
erated at the same time. The signature is an encrypted form of
the feature codes or hashes of the image. When a user needs
to authenticate the image he receives, he should decrypt this
signature and compare the feature codes (or hashed values) of
this image to their corresponding values in the original signa-
ture. If they match, this image is said to be “authenticated.” The
most important difference between our method and Friedman’s
“trustworthy camera” is that we use invariance properties in
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Fig. 1. Signature generator and authentication process.

JPEG lossy compression as robust feature codes instead of using
hashes of raw images.

A. Invariants of an Image Before and After JPEG Compression

From the compression process of JPEG, we have found that
some quantitative invariants and predictable properties can be
extracted. Two steps in the JPEG compression process reduce
the required bits representing an image: 1)quantization and
rounding of the DCT coefficientsand 2)entropy coding. The
second step is a lossless operation. The first step is a lossy oper-
ation which alters pixel values but keeps important visual char-
acteristics of the image. Therefore, if robust feature codes are
expected for authentication, they must survive this step. The fol-
lowing theorems provide a technical basis for generating such
robust feature codes. Proofs of these theorems are included in
the Appendix.

Theorem 1: Assume and are DCT coefficient
vectors of two arbitrary nonoverlapping blocks of image

, and is the quantization table of JPEG lossy compres-
sion. and , where is
the total number of blocks, define
and where is defined as

. Then,
the following properties must be true:

1) if , then ;
2) else if , then ;
3) else , then .

In summary, because all DCT coefficient matrices are di-
vided by the same quantization table in the JPEG compression
process, the relationship between two DCT coefficients of the
same coordinate position will not change after quantization. The

only exception is that “greater than” or “ less than” may become
“equal” due to the rounding effect of quantization. The above
theorem assumes that the same quantization table is used for the
whole image. Theorem 1 is valid no matter how many recom-
pression iterations and what the quantization tables are used.

For practical implementations, the quantization table can be
extracted from the compressed file or estimated from the DCT
coefficients of decompressed file. Note that Theorem 1 only pre-
serve the sign of coefficient differences. The following theorem
extends it to preserve the difference values, with various resolu-
tions.

Theorem 2: Use the parameters defined in The-
orem 1. Assume a fixed threshold . , define

. Then, if

elsewhere
(5)

else if ,

elsewhere
(6)

else

or elsewhere.
(7)

In Theorem 2, is a designated threshold value used to bound
the difference of two DCT coefficients of the same position in
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Fig. 2. (a) Feature extraction process. (b) Authentication comparator.

two separate blocks of an image. In contrast, Theorem 1 only
describes the invariance property of the sign of . We can
consider Theorem 1 as a special case of Theorem 2 (withset
to be 0). Several different’s (e.g., a series of binary division
of a fixed dynamic range) can be used for a single authentica-
tion system of different levels of strength. Based on Theorem 2,
we can predict the difference relationships between coefficients
after compression. Extension of the invariance property to the
case of variable quantization table is included in Appendix I.

As shown in Fig. 1, by applying Theorem 1 and Theorem 2,
we can extract feature codesof an image from the relation-
ships between two DCT coefficients of the same position in two
separate blocks. These feature codes are then encrypted as a sig-
nature. For the authentication process, a user has to calculate the
DCT coefficients of the image, and compare them to the features
decrypted from the digital signature. This image is said to be
authenticated if all the DCT coefficient relationships satisfy the
criteria predicted by the features of the original image.

B. Image Analyzer: Feature Extraction

Fig. 2(a) is the flowchart of the feature extraction process.
First, a digital image is sent into the image analyzer. Each

block of this image is then transformed to the DCT coef-
ficients.

There are three loops for generating feature codes:

1) Loop 1:Generate sets of feature codes, ,
to . Each set uses differentand , where is defined
in Theorem 2, is the number of DCT coefficients com-
pared in each block pair.

2) Loop 2: Iterate over all possible block pairs, to
, where is the total number of blocks in the image.

3) Loop 3: Iterate over each of the selected coefficient
pairs.

In Loop 1, sets of feature codes are generated. For each set,
parameter represents how many bits are generated in each
block. Parameter represents the precision threshold used in
Theorem 2. The first set protects the sign of .
From the second set to the last set,’s are set to protect the
magnitude of with increasing accuracy. We will discuss
how to define the thresholds later in this section.

In Loop 2, we need to form DCT blocks into pairs. As
defined in Theorem 2, the DCT coefficient difference between
block and block is computed. Let us denote one set of
blocks and another set of blocks

. For example, can be all the even
blocks, , and can be all the odd blocks,

. The formation of all blocks in an image
into pairs can be based on an arbitrary mapping function, as
long as the following conditions are kept:

(8)
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and

(9)

If redundancy is allowed, and each may contain more
blocks than . The choice of the mapping function can
serve as a secret parameter, used to enhance the security of au-
thenticator. For example, the image analyzer uses a seed to gen-
erate the mapping function and provides the seed with the
feature codes to the authenticator. Each authenticator can trans-
form this seed into the mapping function. This transformation
method will not be published. Therefore, each manufacturer of
the image authenticator can implement his/her own transforma-
tion method.

In Loop 3, for each block, we compare theselected values
(indexed in the zigzag order) in the DCT domain. Both dc and
ac values in the DCT domain are used. At first, the difference of
dc values in block and , , is used for comparison.
If this value is smaller than, then a feature code bit is
added to the end of the previous feature code. Otherwise, if this
value is greater or equal to, we will assign . (We classify
two cases, “greater” and “equal,” to the same type because the
probability of is quite small. If they are classi-
fied into three different types, i.e., “greater,” “equal,” and “less
than,” two bits should be used in this case. This will result in the
increased length of feature codes.) Thereafter, the differences in
selected ac values are compared with. Only ac differ-
ences, are used in this process. After Loops 1, 2, and 3 are com-
pleted, the feature codesof this image are generated. Usually,
the selected positions are located in the low and middle fre-
quency bands for the following two reasons: 1) they are usually
larger than the high-band coefficients because of energy con-
centration and 2) their values are usually conserved after JPEG
compression because the values in the quantization tablein
these bands are small.

1) Precision Thresholds and Other Considera-
tions: Theoretically, threshold values can be determined
arbitrarily, and they may vary for different and . In our
system, for the first set, all are set to zeros. We use
a binary division method to set thresholds for other sets.
Assume the dynamic range of is from to . If
we know that in the first set, then we can set
the threshold in the second set as . Furthermore, if we
know that this value in the second set, the
threshold in the third set can be set as . These thresholds
result in dynamic binary decision ranges. This method protects
the magnitude of with an increasing accuracy as
more sets are being used. The largeris, the more precisely
will the coefficient differences be limited.

Define a constant which is a power of 2, and the threshold
used in the th set of block at the position is . A
closed form of is

(10)

To simplify the notation in later discussions, we use
instead.

In addition to the parameters used in the three loops, some
extra information about the image is necessary for defeating at-
tacks. In our authentication system, a possible attack is to make
a constant change to DCT coefficients at the same location in all
blocks. This will not change the difference values between pairs
of DCT coefficients from two different blocks. For instance,
raising the image intensity uniformly changes the dc parameter
in all blocks and defeats the previous approach. To defeat this
attack, we record the mean value of DCT coefficients in each
(selected) position for all blocks in the signature. These addi-
tional feature codes need no more than 64 bytes. When the DCT
coefficients are changed by constant values, they will be easily
detected by the deviation of their mean values.

C. Authentication Process

Fig. 1 includes the authentication process. It is composed of
three parts. First, the received imageor , has to be trans-
formed to the DCT domain, . This involves the DCT transform
block by block if a raw image is used. If a JPEG compressed
image is used, a parser has to be used for reconstructing the
Huffman Table and Quantization Table. The signature has
to be decrypted to reconstruct feature codes. After and
are available, they will be sent to the authentication comparator
in order to determine whether this image has been manipulated.

The Authentication Comparator is shown in Fig. 2(b). Sim-
ilar to the three loops in the image analyzer, there are also three
corresponding loops here. In Loop 1, the number of loopscan
be different from the one used in the Image Analyzer. Fewer
loops may be used. Loop 2 and Loop 3 are the same as those
used in the Image Analyzer. Inside these loops, we have to com-
pare each of the DCT coefficient relationships obtained from the
original image and that of the image received.

From Theorem 2, we can define

is an integer

is not an integer

and

is not an integer

and .

(11)

(Note that is a function of , , and .) Observe from Fig. 2(b),
if , that is, , then
must be satisfied. Therefore, if , we know
that some parameters of blockor must have been modified.
Similar results can be obtained in the case of .

However, some integer rounding noise may be introduced if
the following cases occur: 1) the image is converted back to in-
tegral pixel values during the decode–reencode process; 2) the
compressor and the signature generator use different chromatic
decimation algorithms for color images; or 3) the JPEG encoder
calculates imprecise DCT. Therefore, we must introduce a tol-
erance bound in the authenticator. We augment the comparing
process with the following position.
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Proposition 1: Block or can be said to be manipulated if

(12)

for the case of [or equivalently ],
or if

(13)

for the case of [or equivalently ].
The tolerance is determined by the level of integer rounding

errors. Optimal levels of the rounding tolerance will be dis-
cussed in Section IV-A.

Note that the result of authentication can be a binary indicator
true or falsefor the whole image, or it may indicate the authen-
ticity or forgery of specific parts in an image.

1) Other Considerations:Manipulation in specific block
pairs can be located by the proposed technique. However,
the authenticator using nonoverlapping sets in (9) will not be
able to identify which block in the pair has been modified.
If identification of specific blocks is needed, we can use
overlapping sets in (9). Identifying local changes is very useful
to some applications in which both global and local contents
are important. For instance, in a picture of ten people, even if
a man’s face has been substituted by that of another person
or has been removed, another part of the image can still be
verified to authenticate the appearance of the other nine people.
Another advantage is that the system can verify authenticity in
a selected area (e.g., some news agency may cut out boundary
areas of file photos).

Boundary cropping and/or position shifting are often per-
formed on images to suit application needs. The proposed au-
thentication signature is sensitive to cropping and shifting. How-
ever, for cropping, image block pairs that are not affected by
cropping may still be authenticated. If cropping is allowed in
some situations, we can design a robust digital signature with
carefully selected mapping function, e.g., selecting pairs from
adjacent blocks. For shifting, if no DCT quantization is done on
the shifted image, e.g., shifting in the pixel domain only), the
shifted image can be adjusted to the right position that results in
the matched DCT block structure. Then, the DCT domain sig-
nature can be verified.

Constant intensity change in the image is sometimes ex-
pected, especially when the image is too dark or too bright.
Our proposed authenticator solves this problem by relaxing the
change threshold of the mean value of dc coefficients.

Scaling is a common operation in many situations. For in-
stance, a user may scan a picture with high resolution, and then
down-sample it to an appropriate size. In this case, the signature
generator has to record the original size of the image. Then, the
authenticator can resize the image to its original size before the
authentication process. Because the distribution of these sam-
pling/interpolation noises can be modeled by a Gaussian func-
tion whose variance is not too large [11], there will be no large
changes in the DCT coefficients. Similar to the recompression
distortions, these changes can be accepted by setting adequate
tolerance values.

Other lossy compression techniques such as wavelet-based
methods or color–space decimation methods can be also con-

sidered as noise-adding processes. Similarly, we can use larger
tolerances for these cases. Filtering, such as low-pass filtering
and edge enhancement, may cause more visual changes and
may cause challenges to the proposed technique. However, if
the change in pixel values is not too large, we can consider them
as some kind of noise and use adequate tolerance values. This
strategy of adjusting tolerance levels can also be applied to other
operations as well.

The authenticator is sometimes expected to pass only those
images that are compressed by JPEG up to a certain compres-
sion ratio or quality factor. For example, if the image is JPEG
compressed below the 20 : 1 ratio, the image is acceptable. Oth-
erwise, if it is compressed more, it will fail the test. The argu-
ment for failing highly compressed images is that such images
usually have poor quality and should not be considered as au-
thentic. To satisfy this need, we can apply one of the following
methods. The first one is to calculate the compression ratio from
the raw image size and the compressed file size. If it is too high,
the authenticator can reject it before any authenticating process.
The second method is to calculate the increase of the number
of the “equal” signature bits after compression. The number
of “equal” signature bits increases if the image is compressed
more. We can set a threshold on this change to reject those im-
ages that have too many “equal” coefficients in the block pairs.

D. Encryption, Decryption, and Signature Length

The feature codes are encrypted by a secret private key of the
Public Key method. As described in Section III-B, the length

of feature codes is determined by the comparison bits
, the seeds of the block pair mapping function and

selected DCT positions, and the DCT mean values (see Sec-
tion III-B-1). For instance, assume the image size is

(bytes). In a scenario where 10 bits of feature codes are
used for each block pair, i.e., and . Assume
both the seeds are 2 bytes long, and 6 DCT coefficient aver-
ages are recorded, then the length of feature codeswill be

(bytes). The
signature length can be further reduced with the reduction of
the authenticator’s effectiveness. We will analyze this tradeoff
in detail in Section IV.

The Public Key algorithm is used so that any user can easily
access a public key to decrypt the signature. The most famous
public key algorithm is Rivest, Shamir, and Adleman (RSA)
[12], [23]. The key length of RSA is variable, but the most com-
monly used length is 512 bits [23], while the message block size
must be smaller than the key length. If we choose to divide the
feature codes into -bit blocks, it needs RSA
calculations (where denotes the integer ceiling function).
Assume the output length of each RSA is, then the signature
length will be bits. For instance, in previous
example, if and are used, then the RSA al-
gorithm has to be run 12 times and the signature length will be
767 bytes. It is about of the original image size.

A problem with Public Key algorithms is the speed. In hard-
ware, the RSA Public Key algorithm is 1000 times slower than
the DES Secret Key algorithm. The difference is about 100
times in software [23]. Therefore, if efficiency is critical, we
can choose the Secret Key algorithm instead of the Public Key
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TABLE I
TWO DCT COEFFICIENTBLOCKS FOR A16� 8 AREA CUT FROM THE IMAGE “L ENNA” (RIGHT EYE REGION)

TABLE II
DCT COEFFICIENTS INTABLE I QUANTIZED BY A UNIFORM MATRIX

algorithm. The drawback is that users have to keep their secret
keys safe, and the image can be authenticated by only the few
people who own the secret key.

Implementation of a Public Key Infrastructure (PKI) is nec-
essary for practical application. A PKI is the set of security ser-
vices that enable the use and management of public-key cryp-
tography and certificates, including key, certificate, and policy
management [10]. If the image is generated from a hardware de-
vice, such as digital camera or scanner, then the manufacturer
can serve as a Certification Authority (CA) issuing all user pri-
vate–public key pairs. Private keys can be either embedded in
the hardware device or issued to the driver software while cus-
tomers register their information. Any end entity can examine
the authenticity of images by requesting the public key and the
authentication software from the manufacturer. Similarly, if the
image is generated by a Content Holder, he/she can ask a pri-
vate-public key pairs from any CA, which provides both key
pairs and authentication software. The details of the PKI and
the related standard can be found in [9].

E. Example: A Small Image

We will use a small image as an example to illus-
trate the proposed authentication technique. This image is di-
vided into two blocks, from which DCT coefficients are
computed. Therefore, . Its DCT coefficients are shown in
Table I. For simplicity, only integral values of them are shown
in the table.

First, let us consider the case of , i.e., only one
threshold value is used for feature code generation.
Assume the first ten coefficients in the zigzag order of the two
blocks are compared. In this case, the length of the feature

codes, , will be 10 bits ( ) .
Therefore, the first bit of the feature codes is 0. The
second coefficients in the zigzag order are: and

, respectively. Since , the
second bit of the feature codes is 1. After ten iterations, the
feature codes, , are: 0 111 100 110.

Consider longer feature codes, we set , ,
, , and . The reason for a decreasing

value of is that the lower frequency coefficients need more
protection than the higher frequency ones. The threshold values
( ’s) are 0, 128, 64, and 32 (in the absolute form). The first 10
bits of are the same as the previous case. For the next 6 bits,
the first six coefficients are compared again using .
For example, since , the 11th bit

0. , so the 12th bit 1. The final
feature codes are: 01 111 001 100 100 010 110. The length of
is .

Table II shows the DCT coefficients after quantization (i.e.,
and ) with a uniform matrix of 16. This is to simulate the

quantization process in JPEG. Using Fig. 2(b), we authenticate
the compressed image by comparing to the feature codes

. For instance, and , this
value is authenticated to be true. Similar process continues until
all feature codes are used. Note if the quantization table is not
known to the authenticator, the first set of codes (with )
can still be verified.

Consider an example of manipulation. Assume and
are modified from 72 and 26 to 172 and 126. (can be

obtained from the IDCT of Table I.) Assume we use the same
quantization matrix. Repeating the above process, the authen-
ticator will detect the manipulation due to the mismatch of the
fourth bit of the feature codes.
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TABLE III
PROPERTIES OFDIFFERENTSYSTEM VARIABLES FROM VIEWPOINTS OFDIFFERENTPARTIES

F. Color Images

In the JPEG standard, color images are considered to be in
the format. Chromatic components are usu-
ally down-sampled at the rate of 2 : 1 (horizontal direction only)
or 4 : 1 (one-half in both horizontal and vertical directions). To
authenticate a color image, we first down-sample the chromatic
components with the sampling rate 4 : 1. Then, we generate the
feature codes of , , in the same way as described earlier.
In the authenticator, if the chromatic components are sampled
by 2 : 1, they are subsampled again in the other direction in order
to obtain 4 : 1 subsampled color components.

IV. PERFORMANCEANALYSIS

The image authenticator is a manipulation detector with
two types of error involved:missandfalse alarm[21]. “Miss”
refers to the situation in which an image is manipulated by
unacceptable manipulations but the system reports the image
as authentic. “Miss” is also calledType II error in Hypotheses
Testing. “False alarm” means that the system reports the exis-
tence of manipulation while the image is, in fact, not modified
by unacceptable manipulations. It is also called aType I error.
In our authentication system, the test is based on block pairs.
For each block pair, we perform the following test: —the
pixels in the image block pair are not modified, or modified
to new values that can be obtained by the JPEG compression
processes, versus —the pixels in the image block pair are
modified to new values that cannot be obtained by any JPEG
process. The test function is defined in Proposition 1. Concep-
tual illustration of “Miss,” “False alarm,” and other scenarios
are shown in Fig. 3(a)–(g). represents the original image.
is the set of images obtained by JPEG compression of.
is augmented with rounding errors in JPEG compression.

is the set of images passing authentication.is the set of
images passing authentication allowing tolerance bounds. (a),
(b), and (d) are correct authentication. (c) is a miss. (d) is a
false alarm by but correct authenticated by . (e) is a correct
authentication by but missed by . (f) is a false alarm. (g)
is a successful detection of manipulation.

The probabilities of miss ( ) and false alarm ( ) are esti-
mated by the signature generator and are useful to users of the
authenticator. An additional evaluation metric, the probability
of success ( ) can also be used from the attacker’s viewpoint.
The attacker may try to manipulate the image based on his best
knowledge of the authentication technique. Detailed discussion
using these metrics will be shown in this section.

Several variables are needed to estimate these probabilities.
We can classify variables to three types:pre-determined values,
selectable variables, and stochastic variables. The signature

Fig. 3. Conceptual illustration of “miss,” “false alarm,” and other scenarios.

generator estimates a list of and based on different
quantization tables and tolerances. Based on the quantization
table used in the compressed image, the user may choose
tolerances to satisfy constraints on and . Various
properties of system variable from viewpoints of different
parties are shown in Table III.

A. Noise from the Compression Process and the Probability
of False Alarm

Rounding noise may be added during the JPEG compression
process and may cause false alarm. In practice, computer soft-
ware and hardware calculate the DCT with finite precision. For
some cases, not only the input and the output of DCT operations
are integers, but also some of the intermediate values. This will
add rounding noise to the DCT values. In addition, some appli-
cations may drop small values in the high frequency positions.
Combining these considerations, we can modify (2) to

(14)

where is the noise of DCT operation and is the noise
of integer rounding. Both are random variables.usually de-
pends on specific implementations and the number of recom-
pression processes. Also, in most systems, the rounding rules
are consistent over different positions and thus the effect of
can be ignored in computing DCT coefficient differences.

The probability of false alarm of a block pair () represents
the probability that at least one DCT difference value in the
block pair triggers the detector in Proposition 1, because of the
effect of rounding noise. We can write as

(15)
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where is the probability that a DCT difference value
triggers the false alarm. That is

given

given

(16)

Because of symmetry, these two probabilities are the same.
To calculate , we first define a discrete random variable

, s.t.,
where

and represents the “floor” function.
is the noise effect in the quantized coefficient, and can be

derived from the continuous noise . Its probability density
function (pdf) is

(17)

The pdf of can be obtained in a similar way. After some
transformations from (16)

(18)

where and . Then, we can obtain
by using the pdf in (17).

Applying (15), the user of image authenticator can set suit-
able tolerance value depending on the quantization table re-
constructed from the bitstream, the estimated variances of noise,
and the thresholds. In practical applications, the user has to as-
sume models for the pdf of a priori; for instance, Gaussian
distribution. If the model of is not available, a practical rule
is to set to zeroor . The former is suitable for authenti-
cating one-time compressed images while the latter is better for
images that may be recompressed several times.

B. Manipulation and the Probability of Miss

The probability of miss represents thereliability of the au-
thenticator. To obtain the probability of miss of a manipulated
block pair, we may assume the blockof the image is manipu-
lated and its corresponding blockis untouched. From the view-
point of the signature generator, any manipulation on the block

of image can be modeled as an additive random variable ma-
trix , s.t.

(19)

where and are computation noises described above. In
general, is much larger than and . Therefore, the dif-
ference value of the DCT block pair is

(20)

From Section III-B, we know that the range of
is bounded by the thresholds used in different sets of the au-
thentication signature. Assume, in the position, the range of
DCT coefficients is divided into ranges by the thresholds of
the authentication signature. The upper bound and the lower
bound of a range are and . For instance, if there is only
one threshold, , then in the first range
and in the second range. Assume a coef-
ficient is in this range

(21)

After JPEG compression, the range of should be
bounded by within a tolerance level, . Therefore,
the probability that the authenticator fails to detect a manipula-
tion on position of the block pair is

given

(22)

If we consider as a random variable and apply (20), (22)
becomes

(23)

where

(24)

Assume a vector , which is a subset of
representing the selected elements of ,

has a pdf . Also, assume a range set ,
, , to specify the

accepted range of manipulation. Then, the probability of miss
of a specific image block pair is

(25)

To derive , we need to know the pdf of manipulation,
i.e., . We first consider manipulations in the spatial
domain. Since the possible manipulation to an image block is
arbitrary, from the signature generator’s viewpoint, there is no
exact distribution function. However, we can assume that the
manipulated image block will be similar to its adjacent blocks,
otherwise this manipulated image block will cause a noticeable
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artificial effect, which is easily detectable by people. Thus,
we may use a multivariate zero-mean Gaussian distribution

to model the probability of additive inten-
sity change of each pixel in the block. The variance parameter

depends on what kind of manipulation is expected. Some
experimental values are shown in Table IV.is the covariance
matrix of the pixels in a block. In the DCT domain, we can get
the probability distribution of as follows:

(26)

where is the DCT transform matrix defined in (1).
To evaluate an authentication system, we can calculate the

probability of miss based on the two extreme cases of ,
uncorrelated and fully correlated. In the uncorrelated case, i.e.,

, manipulations on each pixels are totally uncorrelated.
They are similar to additive white Gaussian noise. Therefore,

because in DCT. In this case, the
probability of miss will be

(27)

where is the standard normal distribution function,
. In the fully correlated

case, assume there is no weighting on specific positions in
the pixel domain. The intensity change of each pixel is the
same, i.e., where . Then,

where with
and , elsewhere. In this case, will be

(28)

Given a specific image block pair with the quantization table,
the tolerance values, and the thresholds, we can use (27), (28),
and Table IV to estimate the range of probability of miss in an
image block pair.

The above computation estimates the probability of miss for
a single block pair. In some applications, the authenticator does
not need to localize the manipulation. In these cases, the miss
probability for the whole image is the product of the miss prob-
abilities of all manipulated block pairs.

C. The Probability of Attack Success

From the attackers’ point of view, they want to know the
chance of success in attacking the authentication system. There
are two kinds of attack. First, attackers may manipulate the
image to generate a new image with different visual meaning. In
this case, the attacker may use replacement, deletion, or cloning
to change the pixel values. This kind of manipulation strategy
attempts to blend the replaced pixels smoothly with adjacent
areas. Second, attackers may manipulate the image (or synthe-
size an image) based on their knowledge about the authenti-
cation algorithm and secret information in the signature. This

strategy is to generate a different image to fool the authenticator.
Note the image content may be clearly altered or distorted. In
particular, if the attack is done in the DCT domain, noticeable
distortion usually can be found in the pixel domain. In the fol-
lowing, we analyze the probabilities of success for these two
types of attacks.

1) Attacks with Visual Meaning Changes:Changing visual
meaning of an image is a common attack. Based on the changes
and estimation of authentication parameters, an attacker can
estimate his chance of success. For instance, DCT values of the
changed blocks are known to the attacker. If the image will not
be further recompressed, the quantization table is also known.
Otherwise, he can estimate the range of success probability
based on different quantization tables. The threshold values can
be estimated by looking at the DCT values and the signature. If
this is not available, the first threshold value can be assumed
to be zero. The tolerance values used in the authenticator are
unknown. But he can assume some reasonable values such
as zero or , and observe their effects on authentication.
The only random part for estimating the probability of success
would be the values of the DCT coefficients in another block
of the pair.

Therefore, the probability of success of a manipulated
block can be modeled as

(29)

where is the probability of success for each DCT coefficient.
We can compute as follows:

(30)

where

(31)

To estimate , the attacker can assume to be a random
variable with a Gaussian distribution with a zero mean and a
variance of . Therefore, can be
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written as . Other probabilities can be ap-
proximated in a similar way. We can obtain the success proba-
bility of each coefficient, , as

elsewhere

(32)

It should be noticed that the attacker has to calculate the DCT
values of the manipulated blocks and estimatebefore ap-
plying (29)–(32).

From (32), we can observe that , if
, in

all ranges, then the probability of successwill be equal to 1.
Using transformations similar to those in (23), we can represent
this range in the DCT domain

(33)

Equation (33) specifies the range in which an attacker can
change the coefficients without triggering the authentication
alarm. Note the size of this undetected manipulation range is
equal to .

We can rewrite the above range as

(34)

where is a coefficient dependent variable within the range of
. Given that and are un-

known, the attacker cannot determine a fixed bound for unde-
tected manipulations. Therefore, an attacker has no way to ma-
liciously manipulate an image without taking the risk of trig-
gering the authentication alarm.

2) Attacks with Knowledge of Authentication Rules:Some
attackers may try to manipulate an image based on their
knowledge about the authentication techniques, but regardless
of the visual meaning of the manipulated image. Attackers may
want to manipulate or even synthesize an image that can fool
the system without triggering the alarm. In our authentication
system, the security mechanism is based on: 1) the private key
used for the signature encryption, which ensures the signature
cannot be forged; 2) the secret transformation mechanism and
a seed to generate the mapping function for selecting the block
pairs; and 3) the secret method and another seed used to select
DCT coefficient positions in block pairs for comparison. In the
following paragraphs, we will discuss four possible situations,
with different extent of knowledge possessed by the attacker.

Security Level I: All Information in the Signature is Secret:If
all information in the signature is kept secret from the attacker,
the performance of the proposed authenticator is the highest,
as analyzed in previous sections. The only possible attack is to
make a constant change to DCT coefficients at the same location
in all blocks. We have proposed a way to solve this problem by
recording the mean values of DCT coefficients as discussed in
Section III-B-1 and Section III-C.

Security Level II: The Selected DCT Coefficient Positions are
Known: The locations of the selected block pairs and the DCT
coefficients are determined by some secret algorithms, which
are in turn driven by random seed numbers. The secret algo-
rithms are usually pre-designed by the manufacturer of the au-
thentication system. They can be stored as secret bytecodes em-
bedded in the system. Therefore, even though the random seeds
can be known by the attacker, the real selected positions are still
unknown to the attacker.

In a pessimistic scenario, the attacker knows the secret
algorithms and seeds for the selected DCT coefficients. Once
the knows the real selected positions, he can arbitrarily change
the coefficients that are not compared in the authentication
process without triggering the authentication alarm. To avoid
this problem, the authenticator can change the rule of selected
positions, block by block, in a more complicated method.
Furthermore, if this threat persists, the signature generator can
eventually use all the 64 DCT coefficients in each block.

Security Level III: The Mapping Function of Block Pairs is
Known: Once the mapping function is known, the attacker
also knows the DCT differences for each pair of blocks. For
example, if only the sign of the DCT differences are used
for authentication, and the attacker knows
in the original compressed image, he can manipulate this
value to , which will not be detected by the
authenticator. In this case, multiple threshold setsshould be
used because they can protect each coefficient with a higher
accuracy. Although the DCT differences are known to the
attacker, he still cannot manipulate those DCT coefficients too
much, because the allowed degree of manipulation is reduced
as more bits i.e., smallervalues) are used.

Security Level IV: The Private Key used for Signature En-
cryption is Known: The use of the private key ensures that only
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(a) (b) (c)

(d) (e) (f)

Fig. 4. (a) Original image. (b) JPEG compressed image (compression ratio 9 : 1). (c) Middle of hat brim cloned. (d) Authentication result of (c). (e) Mouth
manipulated. (f) Authentication result of (e).

the right source can generate the authentication signature. In the
extreme hypothetical case, the private key used by the original
source may be known to the attacker. This is a general problem
for any secure communication and is out of the scope of this
paper. However, one possible way to solve this problem is to
ask the original source to register and store its signature in a
trustable institution. The institution stamps a digital postmark
on the signature to prove its receiving time and its originality.
Therefore, the forged signature will be considered invalid be-
cause its originality cannot be proven.

It is also worth noting that subjective inspection may provide
another means of protecting the image authenticity. The attacker
may try to develop special manipulations in the DCT domain in
order to break the proposed scheme. But, at the same time, it is
difficult for the attacker to control the resulting artifacts in the
pixel domain. These artifacts may be very obvious to humans,
even as they are able to circumvent the authentication process.

V. EXPERIMENTAL RESULTS

A. Experiments

In evaluating the proposed image authenticator, we test dif-
ferent manipulations on the well-known “Lenna” image. The
original image is shown in Fig. 4(a). In our experiment, the au-
thentication results together with the DCT coefficientsare
sent to an IDCT to convert those coefficients to the pixel domain.
Those blocks detected as manipulated will be highlighted, with

the highlight intensity proportional to the number of manipu-
lated coefficients in that block. Therefore, the more coefficients
modified, the brighter this block will be. There are 10 bits per
block pair used in generating the signature codes.

Experiment 1: Lossy Compression:The “Lenna” image is
compressed with compression a ratio of 9 : 1. The authentication
signature is generated based on the original “Lenna” image. The
compressed bitstream is sent to the system for authentication.
The tolerance bound of the authenticator is set to , since
no integral rounding is involved. As previously predicted, the
authenticator will verify the compressed image as authentic and
decompress this image perfectly. The authentication result is
shown in Fig. 4(b).

Experiment 2: Recompression and Integer Rounding:The
original image is compressed with a compression ratio 6 : 1.
Then, this image is decompressed by Photoshop, rounded to in-
tegral values, and recompressed into an image with compression
ratio of 9 : 1. In this case, if we use , the recompression
process (9 : 1) will not trigger the manipulation detector and the
final compressed image is still verified as authentic. The final
decoded image is similar to Fig. 4(b).

Experiment 3: Detection of Manipulation:The third experi-
ment is made by manipulating the image by deleting the feather
fringe hanging over the hat brim, just above Lenna’s right eye.
This feather area ( pixels) is removed and cloned by its
neighboring pixels. This image is shown in Fig. 4(c). The au-
thentication result is shown in Fig. 4(d). It is clearly shown that
the manipulated part has been detected as fake; it is highlighted
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(a)

(b)

Fig. 5. Probability of: (a) miss with different images and (b) miss with different signature lengths.

by the authenticator. The other example is shown in Fig. 4(e). In
this image, Lenna’s mouth was flipped in the vertical direction.
Its authentication result is shown in Fig. 4(f).

B. Probability of Miss and Attack Success

From Figs. 5 and 6, we evaluate practical system perfor-
mance by analyzing the probability of miss and the probability
of success in different cases. Fig. 5(a) shows the median values

of the probability of miss in several images. The tolerance value
, the threshold values , and the standard devi-

ation of manipulations (35) are used in this figure. (If not speci-
fied, these settings are kept the same for other figures.) In these
figures, a symbol means bits are used in the first
set of the feature codes, andare used in the second set. For
instance, 10 bits used per block pair are denoted by a (10, 0)
symbol.
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(a)

(b)

Fig. 6. (a) Probability of miss of images with different JPEG quality factors. (b) Probability of duccess with different manipulation values.

TABLE IV
STANDARD DEVIATION OF DIFFERENTOPERATIONS(RESULTS OFEXPERIMENTS

USING PHOTOSHOP3.0TO MANIPULATE IMAGE IN THE PIXEL DOMAIN)

Fig. 5(b) shows the probability of miss with different
standard deviations of manipulations. These values are derived

from (27) and (28). Referring to Table IV, the standard devia-
tion of a replacement manipulation is between 25.8 and 55.0.
Through our experiments of ten images, the medain value of
this change is between 35 and 40. If we use 40 as the possible
standard deviation of malicious manipulation, the estimated
value of will be 0.04 for a (10, 0) signature or 0.0004 for
a (20, 0) signature. The JPEG quality factor is 75, in this case.

Although the same authentication system is valid regardless
of the image compression rate, the probability of miss is vari-
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able because the allowable modification range is increased as
the quality factor decreases. This is shown in Fig. 6(a). We use
(27) and (28) to compute these values. The standard deviation
of manipulation is set to 35. We can see that increases when
the image is compressed more.

Because the probability of success is case dependent, it can
only be estimated when the attacker’s actual manipulations are
given. It is impractical to compute a single universal for
an image. However, as an example, we change all DCT coeffi-
cients in a block with a constant and compute the. Then we
vary to location of the changed block in the image. For each
block, we obtain a . Finally, the median value of all proba-
bilities versus the change magnitudes is shown in Fig. 6(b). For
instance, if we use the (15, 0) signature and increase each DCT
coefficient in a block by 20, then the probability of sucess is
about 0.03. In other words, assuming the attacker knows some
authentication parameters but does not know which
blocks are formed as pairs, his manipulation attack has a 0.03
probability of success.

Observing these figures, we know that the more bits used,
the less the probability of miss will be. Also, we know that if
the same number of bits was used, the performance of authen-
tication signatures with two threshold sets will be better than
those with only one set.

VI. CONCLUSION

In this paper, we have proposed an image authentication tech-
nique that distinguishes the JPEG lossy baseline compression
from other malicious manipulations. In practical applications,
images may be compressed and decompressed several times
and still considered as authentic. Some manipulations, e.g., in-
tegral value rounding, color space transformation and cropping,
are also considered acceptable in some applications. We pro-
pose a technique that allows JPEG lossy compression but pre-
vents malicious manipulations. Our proposed technique can be
customized to accommodate different requirements and accept
“desirable” manipulations. Our extensive analytic and empir-
ical performance analysis has shown the effectiveness of this
system.

APPENDIX I
PROOF OFTHEOREM 1 AND THEOREM 2

Proof 1: , assume ,
, and , where are the rounding

integers of , respectively, and
. Assume , then

(35)

Therefore

(36)

If is an integer, i.e., , then

(37)

Since are integers

(38)

If , then . Since

(39)

Theorem 1 can be proved by substituting by
, by , by
, by , by 0, and

with every parameter multiplied by . In Theorem 2, (5)
can be proved by the same parameter substitutions exceptis
replaced by and is replaced by . Equations
(6) and (7) can be proved by using similar methods.

In some software implementations, the integer rounding
process is replaced by the truncation process. In this case,
Theorem 1 and 2 are still valid. They can be proved byProof 2
with the same parameter substitutions as inProof 1.

Proof 2: , assume ,
, and , where are the truncated

integers of a,b,c, respectively, and .
Similarly, in the case that , i.e.,

, if is an integer, then
. Therefore

(40)

If , then . Since

(41)

and therefore

(42)

which satisfies .

APPENDIX II
VARIABLE QUANTIZATION TABLES

In some image/video compression techniques, different quan-
tization tables are used in different image blocks for adaptive
compression rate control, such as in MPEG or later JPEG stan-
dards. In these cases, the proposed image authentication tech-
niques can be extended by the following theorem.

Theorem 3: Use the parameters defined in Theorem 1, except
is defined as

and ,
where and are quantization tables for blocks and
respectively. Assume a fixed threshold . The following
properties hold:

1) if , then
;

2) else if , then
. .
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We redefine (11) as

if ,

i.e.,

if ,

i.e., .

In other words, if , then
must be satisfied.

Except for the above modifications, the authentication system
designed for the variable quantization table cases would be the
same as the proposed system for the case with equal quantiza-
tion tables. A detailed discussion of this case is in [14].
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