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In this paper, we propose a new framework for the dynamic construction of structured visual 
object/scene detectors for content-based retrieval. In the Visual Apprentice, a user defines visual 
object/scene models via a multiple-level definition hierarchy: a scene consists of objects, which consist 
of object-parts, which consist of perceptual-areas, which consist of regions. The user trains the system 
by providing example images/videos and labeling components according to the hierarchy she defines 
(e.g., image of two people shaking hands contains two faces and a handshake). As the user trains the 
system, visual features (e.g., color, texture, motion, etc.) are extracted from each example provided, for 
each node of the hierarchy (defined by the user). Various machine learning algorithms are then applied 
to the training data, at each node, to learn classifiers. The best classifiers and features are then 
automatically selected for each node (using cross-validation on the training data). The process yields a 
Visual Object/Scene Detector (e.g., for a handshake), which consists of an hierarchy of classifiers as it 
was defined by the user. The Visual Detector classifies new images/videos by first automatically 
segmenting them, and applying the classifiers according to the hierarchy: regions are classified first, 
followed by the classification of perceptual-areas, object-parts, and objects. We discuss how the 
concept of Recurrent Visual Semantics can be used to identify domains in which learning techniques 
such as the one presented can be applied. We then present experimental results using several 
hierarchies for classifying images and video shots (e.g., Baseball video, images that contain 
handshakes, skies, etc.). These results, which show good performance, demonstrate the feasibility, and 
usefulness of dynamic approaches for constructing structured visual object/scene detectors from user 
input at multiple levels.  

1. INTRODUCTION 

In the last few years, there has been a tremendous growth in the availability of 
multimedia data. This is partly due to better and less expensive technologies to facilitate 
digital content creation (e.g., digital cameras), acquisition (e.g., scanners, recording 
devices), and access (e.g., the world wide web). Therefore, one of the most important 
technical challenges is the development of techniques to access the resulting digital 
(image/video) collections. Traditional text-based approaches to access images and video, 
although very useful (and necessary in many applications), cannot be used to fully 
describe all levels of visual information.30 Consequently, a large amount of research in 
Content Based Retrieval (CBR) 6,13,67,62,78,11,9 has focused on indexing visual information 
(images/video) using syntax (visual features: color, texture, etc.) at different levels.24 
While syntactic information is useful, users are mostly interested in the meaning of the 
information (not the form). In particular, users are interested in semantics (objects, 



    
 

 

scenes, events, etc.).33 In this regard, textual descriptions of visual information can be 
more useful, in many applications. Manually annotating images or videos, however, is a 
costly endeavor, specially given the rate at which digital content is produced. 

Consequently, most recent efforts in CBR attempt to automatically assign semantic labels 
to images/videos. Proposed techniques range from classification mechanisms, to 
approaches that structure and describe data. Automatic classification of images, for 
example, can be done at the object (e.g., the image contains a horse, or a naked body 18), 
or scene level (indoor and outdoor,74 mountain scene,77 etc.). Classification of video, can 
also be performed at the scene/object levels. Several other approaches attempt to 
automatically structure data (image collections or videos). Additionally, there are major 
efforts to create structures and standards for the description of multimedia content. 
MPEG-7, 7,48 for example, aims at standardizing a framework for describing audio-visual 
content.  

One active research area is classification. In particular, it is desirable to construct systems 
that can automatically examine visual content, and label it based on the semantic 
information it contains. Many of the current systems perform this task by classifying 
images/video and assigning them semantic labels. Typically such classifiers are built (by 
experts) to perform specific tasks (e.g., indoor vs. outdoor image classification). The 
classifiers index image/video data, and users can then utilize the corresponding labels for 
searching and browsing.  Different users, however, search for information in different 
ways, and their search criterion may change over time. Therefore, many of the current 
automatic classification approaches suffer from two disadvantages: (1) they do not 
accommodate subjectivity (i.e., the expert decides which classifiers to construct), (2) they 
do not allow the construction of structured models from user input at multiple-levels.  

Manual construction of image/video classifiers can produce systems that are accurate and 
work well in specific domains. If the number of objects/scenes to classify is large, 
however, such approach becomes impractical. Furthermore, class definitions depend on 
the experts that build the systems, and any modification to the class definitions must be 
performed by the experts themselves. In addition, users may have interests that are 
different from those of the experts building such systems. The definition of a "handshake 
image class," for example, may vary among different individuals: for one user the class 
may include images that show the hands of two individuals, but nothing else. For another 
user, it may include only images in which people are pictured, from a certain distance, 
shaking hands. While specialized algorithms can be very useful in some domains (e.g., 
face recognition), we argue that successful content-based retrieval systems should be 
dynamic, to allow construction of classifiers that cater to different users' needs. 
Algorithms should be as general as possible so that they can be applied in several 
domains, and they must exhibit enough flexibility to allow users to determine the classes 
in which they are interested. In addition, they should allow the definition of complex 
multiple-level models that can accurately represent (and capture) real world structures. 
One way to enhance the capability of such systems is to construct flexible frameworks 
that use machine learning techniques. 46,5,15,1   

In this paper, we present a new approach to content-based retrieval. In the Visual 
Apprentice (VA)27,28,29 framework users are able to build Visual Object/Scene Detectors 
(classifiers) by defining a model for their classes of interest and providing training 
examples. The model in this framework is defined by the user based on an hierarchy that 



    
 

 

contains several levels (scene, object, object-part, perceptual-area, region).  More 
specifically, the user defines a model (definition hierarchy) for an object or scene, and 
labels regions (from automatic segmentation) of image/video examples, according to the 
model (hierarchy).  The system uses several machine learning algorithms to learn 
classifiers corresponding to nodes in the hierarchy. The resulting classifiers are applied to 
new images/videos, and a decision is made (about the class of the image/video) based on 
the new image/video's segmentation and results of classification and grouping at multiple 
levels (according to the hierarchy and training provided by the user). In comparison to 
other work in CBR, one of the important advantages of our framework is the flexibility of 
defining object/scene hierarchies and detailed user input at multiple levels. The approach 
allows users to specify multiple level composition models, which are absent in most 
existing approaches to CBR.   

1.1 Related Work 

Research in the area of CBR has grown tremendously in the last few years (for recent 
reviews, and references see 6,67,62,78,13,11,9). Many of the systems (e.g., QBIC,53 
VisualSEEk,70 VideoQ,8 Virage,3 Spire,4 etc.) have used query-by-example ("show me 
images like this one"), and query-by-sketch  ("show me images that look like this 
sketch"). Some systems have enhanced capabilities for query formulation (e.g., in Spire, 
users can perform queries using examples from different images; in Semantic Visual 
Templates10 the system tries to help the user formulate queries, using relevance 
feedback). Others have focused on classification, using visual features only, textual 
features only (e.g., WebSEEk69), or combinations of different types of features (e.g., 
textual and visual in news images;55 visual and audio in 50). Distinctions between 
different approaches can be made in many different ways. In 24, for example, distinctions 
are made based on the level of description used,30 interface, type of features, etc. 

Approaches that perform classification of visual content based on visual features, like the 
VA, can be divided into those that perform automatic classification at the scene level 
(indoor vs. outdoor,74,55 city vs. landscape77), and at the object level (faces,19 naked 
people, and horses18).  

Scene level classifiers determine the class of the input image as a whole.77,74,55 In many of 
the approaches the image is divided into blocks and the final classification decision is 
based on a global measure over the blocks. They differ from the VA since images are 
classified based on their global features- not on the structure of local components (i.e., a 
user defined model of scene structure). In addition, the algorithms proposed in many of 
those systems are specific to the classifiers being built. For example, in the work of,77 the 
features that the algorithms use were chosen by the authors, based on the qualitative 
features of the different classes being considered (indoor, outdoor, city, landscape, sunset, 
forest, and mountain).  

Other related approaches perform scene level classification based on regions obtained 
from automatic segmentation.68,40 The configuration of regions in different scene classes 
is used during classification. A typical beach scene, for example, contains blue regions at 
the top (sky), and yellow regions at the bottom (sand). This type of information is used in 
a training stage, and the configuration of regions in new images is used to determine the 
images' class. The structure, however, is limited to the global configuration regions in the 
images, and structured object (or scene) models are not used. 



    
 

 

A related approach for object classification uses body-plans18 in the construction of 
object models. Specialized filters, for detection of naked people and horses, are used first 
to select relevant regions in the image. Search for groups that match the body-plan is then 
performed over those regions. Although this approach allows the construction of 
multiple-level composition models (like the VA), it system differs from the VA because it 
uses specialized algorithms (e.g., filters), and object models built by experts. Likewise, 
the approach in 19 utilizes a specialized face detection algorithm.61 

In terms of adaptive systems, most of the related work has been done in Computer 
Vision.23,16,20 The main difference between the VA approach and previous work in 
Computer Vision is the role the user plays in defining objects, and the lack of constraints 
imposed by the VA system (e.g., no constraints on lighting conditions, etc.). Other 
differences range from the representation of the data (e.g., features used), to the learning 
algorithms, application domain, and operational requirements (e.g., speed, computational 
complexity). A discussion in 24 outlines differences between CBR and object recognition.  

The FourEyes system,45 learns from labels assigned by a user. User input, however, 
consists of labeling of regions (not definition of models based on multiple levels like in 
the VA). Although multiple feature models (for feature extraction) are incorporated in that 
system, different learning algorithms are not used. 

Another approach to detecting events on scenes in specific domains is to explore the 
unique structures and knowledge in the domain. A system developed in 80 includes 
multiple models (for handling color variations within the same type of sport game- e.g., 
different colors of sand in tennis) and uses manually constructed region-level rules (for 
exploring the scene structure). High accuracy was reported in detecting batting scenes in 
baseball, and tennis serving scenes. This work differs from the VA framework in several 
aspects. In particular, that approach uses domain knowledge programmed by an expert 
(specific rules for baseball/tennis). In addition, it includes an initial filtering stage based 
on a global color measure. In other words, the video scene is first analyzed at the global 
level using color histograms, and then detailed scene analysis is performed. The detailed 
scene analysis differs in the two approaches (use of rules constructed by experts80 vs. no 
expert input in the construction of classifiers in the VA). The initial filtering, however, 
could complement the VA framework (e.g., like in 80, a filtering stage could be used to 
select different detectors, to deal with variations across different games, as outlined in 
section 4.1.1). 

Alternative models that represent objects and scenes in terms of their parts have also been 
proposed in the CBR community.17,71,48 The definition of Composite Visual Objects17, for 
example, is similar to the definition hierarchy of the VA framework, with the difference 
that classifiers in the Visual Apprentice are learned automatically. It is also useful to note 
the similarity between the definition hierarchy and structures used in MPEG-7. 

1.2 Outline 

The paper is organized as follows. In section 2 we briefly discuss the application of 
machine learning in CBR. In section 3 we discuss the Visual Apprentice framework. In 
particular we discuss user input, feature extraction and learning, and classification. Then 
we present experimental results, a general discussion of important issues within the 
framework, and possible extensions. We conclude in section 6. 



    
 

 

2. USING LEARNING IN CBR 

As discussed earlier, different users may have different interests, and those interests (for a 
single user) may vary over time.57 Using this premise, it is preferable to construct systems 
that can adapt to users' interests. One possibility is to build systems that can adapt by 
learning from users. An important issue, therefore, in the application of learning 
techniques in CBR, is deciding where learning techniques are suitable.  The concept of 
Recurrent Visual Semantics (RVS)29,24 is helpful in identifying domains in which to apply 
learning techniques in the context of CBR. 

RVS is defined as the repetitive appearance of elements (e.g., objects, scenes, or shots) 
that are visually similar and have a common level of meaning within a specific context. 
Examples of domains in which Recurrent Visual Semantics can be easily identified 
include news, consumer photography,26 and sports. In professional Baseball television 
broadcast, for example, repetition occurs at various levels: objects (e.g., players), scenes 
(e.g., a batting scene), shots (e.g., the camera motion after a homerun occurs), and shot 
sequence structure (e.g., a homerun shot sequence often includes a batting scene, a scene 
of the player running, etc.).  

The existence of RVS motivates the approach of using learning techniques in content-
based retrieval. Using this concept, it is possible to identify domains in which learning 
techniques can be used to build automatic classifiers (for objects or scenes). The 
existence of repetition facilitates training, and the domain constrains the future data 
inputs to the classifiers learned. Once a domain is selected, identification of its repetitive 
(but semantically meaningful) elements increases the possibilities of successfully 
applying machine learning techniques in the specific domain. At the same time, 
application of learning within the domain (e.g., baseball video only, versus all types of 
video) decreases the possibility of errors. 

In section 4 we discuss how this concept was used to select the domains for our 
experiments. 

3. THE VISUAL APPRENTICE 

3.1 OVERVIEW 

The Visual Apprentice (VA) framework consists of three stages: (1) user input, (2) feature 
extraction and learning, and (3) classification. In the first stage, the user explicitly 
defines object/scene models according to her interests, and labels training examples 
(images or videos). In particular, each example image/video is segmented automatically 
by the system, and the results of the segmentation are manually labeled by the user 
according to an hierarchy defined by the user. In the second stage, the system extracts 
features (e.g., color, texture, motion, etc.) from each image/video example provided by 
the user. Then it learns classifiers based on those examples producing an hierarchy of 
classifiers (a Visual Object/Scene Detector- VOD). In the third stage, the classifiers (the 
VOD) is applied to unseen images/videos. The Visual Object/Scene Detector performs 
automatic classification by first automatically segmenting the image/video, and then 
combining classifiers and grouping at different levels.  



    
 

 

The Definition Hierarchy 

Studies in cognition and human vision have shown that during visual recognition, 
humans perform grouping of features at different levels.41,2  The highest level of grouping 
is semantic: areas that belong to an object are grouped together. An object, however, can 
be separated into object-parts, which consist of perceptual-areas: areas that we perceive 
categorically.  Categorical perception refers to the qualitative difference of elements 
across different categories. Colors, for example, are often “grouped” 73,22- we say the shir 
is green, although it may have different shades of green. These different levels of 
grouping motivate the model-based approach to the construction of Visual Object 
Detectors (VOD)a in the Visual Apprentice. In this framework, a VOD is defined as a 
collection of classifiers organized in a definition hierarchyb consisting of the following 
levels (Fig. 1):  (1) region; (2) perceptual; (3) object-part; (4) object and (5) scene.  

 
Fig. 1.  Definition Hierarchy. Note that a scene (not shown in the figure) is a collection of objects and 

corresponds to the highest level. 

More specifically, a definition hierarchy is defined in terms of the following elements:  

  (5) Scene: structuredc set of objects.  
  (4) Object: structured set of adjoining object-parts. 
  (3) Object-part: structured set of perceptual-areas.                                                        
  (2) Perceptual-area: set of regions that are contiguous to each other 

and homogeneous within the set. 
  (1) Region: set of connectedd pixels 
According to this definition, every node e in our definition-hierarchy has a conceptual 
interpretation (e.g., “object”), and represents a set of connected pixels in an image/video. 
Nodes are image areas and arcs indicate parent-child relationships (from top to bottom)-  
                                                                 

a The detectors we describe refer to objects and scenes. We use the name VOD, however, for 
simplicity and to emphasize the local structure of the classifiers. 
b We have chosen only five levels for the hierarchy because they provide an intuitive 
representation that is useful in practice. 
c The word structured is used to emphasize the importance of spatial relationships between 
elements in the particular set.  
d Regions, which are at the lowest level of the hierarchy, constitute the basic units in the 
framework and can be extracted using any segmentation algorithm based on low-level features 
such as color, texture, or motion.  

Level 4: Object Object 

Object-part 1 Object-part m Object-part 2 

Perceptual-area 1 Perceptual-area n

Region 1 Region 2 Level 1: Region 

Level 3: Object-part 

Level 2: Perceptual



    
 

 

a node is composed of all of its children.  For example, in Fig. 1 object-part1 is an area 
composed of n perceptual areas, each of which is composed of a number of regions.  

In addition, the following restrictions are placed on the construction of valid hierarchies 
(please refer to Fig. 1, where each node represents a set): (1) a set of level i (i≠5) is a 
subset of only one set of level i+1 (e.g., an object-part can only belong to one object; a 
node in the hierarchy can only have one parent); (2) a set of level i cannot be a subset of a 
set of level i-1, unless the two sets are equal (e.g. an object cannot be part of a 
perceptual-area; a face can be equal to a single perceptual area); (3) sets at the same level 
are disjoint (i.e., intersection of two sets of the same level is empty; two object-parts 
cannot intersect); (4) regions do not contain subsets (i.e. regions are the basic units and 
cannot be separated); (5) No. sets at level i <= No. sets at level i-1; (6) all sets are finite 
and can contain one or more elements; (7) every set is equal to the union of its children.  

Fig. 2 shows a batting scene as defined by a user. Note that every node in an hierarchy 
has a conceptual meaning (e.g., pitcher), corresponds to an image area in a training 
example (e.g., a set of connected pixels in each image), and, as will be shown later, 
corresponds to a classifier (e.g., pitcher object-part classifier). The user, in this case, has 
decided to model the scene using only four levels (region, perceptual-area, object-part, 
and object). 

 
Fig. 2. Automatically segmented Baseball image. This example shows how a scene can be modeled using the 

hierarchy. The white outlines were drawn manually to illustrate how the regions map to the hierarchy. Note that 
the user decided to model the scene using only four levels.  

After the user defines an hierarchy and provides the training examples, features are 
extracted and classifiers are learned (stage 2). Classification (stage 3) occurs at the levels 
of Fig. 1: regions are classified first and combined to obtain perceptual-areas, which are 
used by object-part classifiers. Object-parts, in turn, are combined and the results are 
used by object classifiers, etc. 

In the sections that follow we discuss, in detail, each of the three stages of the VA (user 
input, feature extraction and learning, and classification). 

3.2 USER INPUT 

Different users have different interests. In order to accommodate this subjectivity we 
allow users to build different models (i.e., definition hierarchies) based on their 

Batter Field Pitcher 

Grass Sand 

Regions Regions Regions Regions

Batting 



    
 

 

individual preferences. The way in which VODs are constructed, therefore, is subjective 
and may vary between users (or for a single user over time). The main goal of this stage 
is to let the user construct a Visual Object Detector, without any low-level knowledge 
about features, or learning algorithmse. 

During training, the user performs the following tasks: (1) creation of a definition 
hierarchy by defining the labels to be used for each node; (2) labeling of areas (e.g., 
regions, perceptual-areas, etc.) in each training image/video according to the hierarchy.  

Using the interface, the user defines the hierarchy by creating labels for nodes and 
expressing the connections between them. The label “batter region of batter object-part,” 
(Fig. 2) for example, clearly defines the connections between the batter region, the batter 
object-part, and the batting object. Using a simple user interface (Fig. 3), the user can set 
the corresponding labels (e.g., the “object-part” field would say “batter”, the “scene” 
field would say batting, etc.). Once the labels are created, during training, the user labels 
regions, perceptual-areas, object-parts, and objects, in each training image/video. In the 
current implementation an image/video example corresponding to a particular hierarchy 
must contain all of the nodes defined in the hierarchy (e.g., all batting scene examples 
must contain a field, a pitcher, a batter, etc.). 

 

 
Fig. 3. Visual Apprentice Graphical User Interface. 

Labeling of image/video examples according to the hierarchy can be done in several 
ways: (1) by clicking on regions obtained from automatic segmentation, (2) by outlining 
areas in the segmented/original images/videos. Usually, labeling is almost exclusively 
done on the segmented images directly. Furthermore, in most cases it is only necessary to 
label individual regions (without outlining areas), because the interface of the VA 
facilitates training by automatically grouping regions that are connected and have the 
same label. The groups generated are assigned the label of the parent node of the regions 
used in the grouping. For example, in Fig. 2, the user labels all of the pitcher regions 
(from automatic segmentation) with the name “pitcher region”. Then the system 
automatically groups all contiguous "pitcher regions" (those that are connected) and 
labels that group “pitcher object-part” (since the parent of the “pitcher regions” label is 
"pitcher object-part"). In some cases, however, the user may wish to manually outline 
                                                                 

e In section 5 we discuss possibilities of additional user input (e.g., decisions on learning 
algorithms to use, etc.). 



    
 

 

objects, object-parts or perceptual areas (note manual outlines in white in Fig. 2) and 
bypass the automatic grouping algorithm. The difference between using the automatic 
grouping provided by the system and manually outlining components is that manual 
outlining eliminates segmentation errors that would otherwise be incorporated. Again in 
Fig. 2, note that in the segmented image a pitcher region contains some pixels that belong 
to the background. Manually outlining the pitcher eliminates that error, since the user 
drawn outline excludes those background pixels in the “pitcher object-part” example.  

User input for video is similar since only the first frame, in each example video shot, 
must be labeled- in the segmentation algorithm used79, regions are automatically 
segmented and tracked in each video frame. On that first frame, the user identifies 
regions that correspond to each node in her definition hierarchy: all of the sand regions, 
all of the sand perceptual-areas, object-parts, etc. The labeled region is tracked by the 
system in subsequent frames. For each region, then, it is possible to extract motion-
related features (discussed below). 

As a result of user interaction, we obtain the following sets for a defined class j (e.g., 
batting scene of Fig. 2): 

• Conceptual definition hierarchy: Hj. 

• Example Element Set: EESj = {{(e11, l11), (e12, l12), ..., (e1n, l1n)}, ..., {(ek1, lk1), (ek2, lk2), 
..., (ekp, lkp)}, ..., {(em1, lm1), ..., (emq, lmq)} where in each tuple, eki corresponds to the ith 
element (i.e., an area of a training image) of level k and lki is a label of level k associated 
with the element (e.g., (op31, l31) = (pitcher object-part, pitcher label)). Label level 
distinctions emphasize that labels must be different at different levels of the hierarchy. 
Regions in the example images/videos that are not labeled by the user are automatically 
assigned the label “unknown” and included in the set EESj. This way, using the closed-
world assumption 5, those regions can be used as negative examples during training. 

Note that the user also has the option of including additional images/videos/regions to be 
used as negative examples, and that each image/video example for a given hierarchy must 
contain all the nodes in the hierarchy defined by the user. In other words an image/video 
example corresponding to a particular hierarchy must contain all of the nodes defined in 
the hierarchy (e.g., all batting scene examples must contain a field, a pitcher, a batter, 
etc.). As discussed in section 5, it would be possible to modify this constraint to provide 
further flexibility.   

In the training stage, then, user input consists solely of defining the definition hierarchy 
(by creating the appropriate labels), and labeling example image/video areas according to 
the hierarchy. The labeling is done by clicking on image regions, or outlining image areas 
in each image/video example. 

3.2.1 FEATURE EXTRACTION AND LEARNING  

3.2.2 Feature Extraction 

As discussed earlier, an element eki of our model (node in the hierarchy) is a set of 
connected pixels (i.e., an area of the image). Therefore, user input produces, for each 
example image/video, a set of image/video areas, labeled according to the hierarchy 
defined by the user. For each element in the Example Element Set, we compute a feature 



    
 

 

vector, which is an attribute-value tuple representation of the features of the element 
(e.g., color, shape, etc.). By computing feature vectors for all elements in the set EESj, we 
obtain a training set of examples for each class j (e.g., batting scene of Fig. 2): 

• TSj = {{(fv11, l11), (fv12, l12), ..., (fv1n, l1n)}, ..., {(fvk1, lk1), (fvk2, lk2), ..., (fvkp, lkp)}, ..., 
{(fvm1, lm1), ..., fvmq, lmq)} where fvki corresponds to the ith feature vector element of level 
k and lki is a label of level k associated with the feature vector (e.g., (op31, l31) = (pitcher 
object-part feature vector, pitcher label)). Note that all examples for a particular node in 
the hierarchy (e.g., pitcher region) will have the same label. 

Two types of feature vectors are used in the framework, those that contain raw features, 
and those that contain spatial relationships (described below). The raw vectors consist of 
a superset of 43 features. These features can be placed into five different groups. 

• Area and location: area, bounding box center (x, and y), orientation, major 
axis length, major axis angle, minor axis length.64 

• Color: average L, U, and V, dominant L, U, and V (LUV quantized to 166 
colors 70). 

• Shape: perimeter, form factor, roundness, bounding box aspect ratio, 
compactness, extent.64 

• Texture: mean Maximum Difference, mean Minimum Total Variation 
(MTV), horizontal, vertical, diagonal, and anti-diagonal Mean Local Directed 
Standard Deviation (MLDSD), edge direction histogram (see 60,77). 

• Motion trajectory: maximum/minimum horizontal and vertical displacement, 
absolute horizontal/vertical displacement, trajectory length, displacement 
distance, average motion angle, average horizontal/vertical 
speed/acceleration. 

 

Feature extraction occurs for all nodes, according to the hierarchy defined by the user. By 
computing feature vectors for each element, a training set is obtained for every node of 
the hierarchy. Recall that during user input (section 3.2), grouping occurs between 
regions that are connected and have the same label (e.g., in Fig. 2 pitcher regions form a 
pitcher object-part; sand regions are grouped at the sand perceptual-area node). For each 
image example, when the grouping is performed (or a manual outline is used), a new area 
of the image is used for feature extraction. In other words, the features of the regions of 
the pitcher are used at the pitcher region node, but at the parent node (pitcher object-part 
in this case) a new set of features is computed from the image area that results from 
merging all connected pitcher regions together.  The connected (labeled) pitcher regions, 
then, serve as a mask that is used to extract new features for the parent node of the region 
node used in the grouping (again in Fig. 2, pitcher object-part for pitcher regions, sand 
perceptual-area for sand regions, and so on).   

Elements of the hierarchy that are structured (i.e., scenes, objects, and object-parts in the 
definition hierarchy of section 3.1), and have more than one element (i.e., field object-
part and batting object in Fig. 2) are treated differently during feature extraction in the 
sense that they are characterized in terms of the elements they contain and the spatial 
relationships between those elements. For example, in Fig. 2, the feature vector for the 
field object-part does not contain the 43 features discussed earlier. Instead, it contains 



    
 

 

two elements (grass, sand), and their spatial relationships. Note the difference between 
the following feature vectors: 

Pitcher region = {label = pitcher, color = white, texture = coarse, etc.} (i.e., a region and its 43 
features from the set described above) 

Field object-part = {label = field_object_part, grass perceptual-area contains sand perceptual-
area} (e.g., an object-part in terms of its perceptual areas and their spatial relationships) 

 

To represent the structural relationships in structured sets that have more than one 
element, (e.g., between perceptual-areas within object-parts, or object-parts within 
objects, etc.), Attributed Relational Graphs (ARG) 56,46,65 are constructed.  In an ARG, 
nodes represent elements and arcs between nodes represent relationships between 
elements.  In the VA, nodes in the ARGs correspond to labeled elements from the 
hierarchy being considered, and arcs represent simple spatial relationships between those 
elements. In particular, the following relationships are used: above/below; right of/left of; 
near; far; touching; inside/contains. 

It is important to note that using this representation an ARG will contain labeled elements 
only (see Field feature vector above), and their relationships. This is important because in 
the classification stage matching of graphs that contain unlabeled objects, which is a hard 
combinatorial problem, is avoided.  Additionally, to avoid the difficulties of searching in 
complex relational representations (e.g., Horn clauses), the ARG is converted from its 
original relational representation to an attribute-value representation:46 elements in the 
ARG are ordered (according to their label) and a feature vector is generated. With such 
transformation, existing learning techniques that use feature vector representations can be 
applied directly (e.g., decision trees, lazy learners, etc.).  

The result of the feature extraction stage, then, is a set of feature vectors for each node of 
the corresponding hierarchy. Note that in the set TSj the positive examples for a particular 
node are those feature vectors in TSj that have the label for the corresponding node.  The 
rest of feature vectors in the set TSj are negative examples, for that node, under the 
closed-world assumption 5.  In essence, if there are n nodes in the hierarchy, there will be 
n+1 different labels (including the "unknown" label) in the set TSj. This means that there 
will be n different classes (one for each node), and therefore n different classification 
problems, each of which contains a set of positive and negative examples. This is 
important because it emphasizes that the result of the training stage is a set of different 
classification problems, one for each node. 

3.2.3 Learning of Classifiers and Feature Selection 

A classifier is a function that, given an input, assigns it to one of k classes. A learning 
algorithm is a function that, given a set of examples and their classes, constructs a 
classifier 14.  These two definitions are of extreme importance in Machine Learning and in 
particular in the framework of the VA. Using the labeled feature vectors, learning 
algorithms are applied at each node of the hierarchy defined by the user to obtain 
classifiers. This is done for each node at the five levels defined above: (1) region, (2) 
perceptual, (3) object-part, (4) object and (5) scene. 

As depicted in Fig. 4, all classifiers in an hierarchy could be constructed independently 
using a single learning algorithm. For example, it would be possible to choose one of the 



    
 

 

most widely used learning algorithms5,46 (e.g., decision trees, lazy learners,1 neural 
networks, etc.) and apply it at each node to obtain the corresponding classifiers. The 
difficulty with this approach is that no algorithm will outperform (in terms of 
classification accuracy) all other algorithms in all tasks. In other words, since the VA is 
meant to allow users to define their own classes, it is not possible to choose, a priori, a 
learning algorithm that will produce classifiers that will always perform better than 
classifiers produced by any other learning algorithm. Of course, other factors could be 
considered (discussed further in section 5), including availability of resources 
(computational, number of training examples, etc.), speed requirements (during training 
and during classification), and desired accuracy.  

 

Fig. 4. Overview of the learning process for each node in the hierarchy. A learning algorithm, applied to the 
training data for each node, produces a classifier for the corresponding node. 

In order to allow flexibility, we propose a different approach (discussed in the next 
section), which consists of applying several learning algorithms to the same training data 
(at each node), to obtain a collection of binary classifiers for each node. 

Regardless of the approach chosen to construct classifiers (using one or several learning 
algorithms), it is well known that selection of features can have a strong impact on 
classifier performance, even with learning algorithms that incorporate some form of 
feature selection. The justification and benefits in performance of selecting features in 
decision trees, for example, is given in 52,39,32. This is because different features may be 
better for representing different concepts. For example, “good” features to represent a 
field might be color and texture, but good features to represent pitcher might be spatial 
location and aspect ratio (see Fig. 2).  Therefore, using the same features for all 
hierarchies (or for all nodes within a given hierarchy) may not yield the best results.  

In many content-based approaches, specifically in interactive ones (query-by-sketch and 
query by example techniques 8,70,53), users typically select the features to use. This, 
however, is often a difficult task. Automatic feature selection, used in the VA framework, 
serves to shield the user from the difficulties inherent in deciding which features are more 
important for a specific task (i.e., node in a hierarchy, or VOD). Given a set of features A 
(e.g., the superset described in section 3.2.1) with cardinality n, we wish to find a set B 
such that AB ⊆ , and where B is a better feature set than A31. The criterion for a “better” 
feature set S can be defined in terms of a criterion function C(S), which gives high values 
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for better feature sets and lower values for worse feature sets. One possibility is to define 
the function as (1-Pe), where Pe is the probability of error of a classifier.  In such case, the 
value of the function C(S) depends on the learning algorithm, the training set, and test set 
used.  

Since the goal is to find a set B, such that AB ⊆ , feature subset selection (FSS) 31 can be 
characterized as a search problem. The search for a better feature set can be conducted 
using several heuristics that aim to avoid exhaustively analyzing all possible feature sets. 
In particular, the search can look for optimal or sub-optimal results, and can be based on 
a filter or wrapper approach 36. In the filter approach, the search for best features is 
independent of the learning algorithm and classifier that will be used. In the wrapper 
approach, which is used in the VA, the criterion function (1- Pe) is dependent on the 
learning algorithm and data used. Feature selection, therefore, is performed with respect 
to a particular algorithm and data set. In particular, a learning algorithm is repeatedly run 
on a data set using various feature subsets so that each run produces a classifier that uses 
a different set of features. The performance of the classifiers learned using each feature 
set is measured (using k-fold cross-validation, described below), and the best feature 
subset is chosen according to the performance. Once the features are chosen, the learning 
algorithm is used to construct a classifier using only those features. In the VA, best-first 
forward search65 (a sub-optimal non-exhaustive technique) is used to find the best 
features. 

The search for a better feature set is performed, using a given learning algorithm, by 
building different classifiers using different subsets of the original feature set. Once the 
best feature set is found (for that particular algorithm), a classifier, using that algorithm is 
constructed. Since we use several algorithms (next section), it is then necessary to 
compare the different classifiers constructed by the different algorithms, at each node. 

3.2.4 Selection and Combination of Classifiers 

In the machine-learning community, an important goal is often to compare the 
performance of different learning algorithms.14,66 The criterion in those cases is often the 
performance of the algorithms on standard data sets (e.g., UC Irvine repository49), or in 
particular domains. Instead of trying to find the best algorithms for classifying visual 
information, the goals in the VA framework center on determining the best classifiers for 
specific tasks (e.g., nodes of the hierarchy). The goal of the training stage is to obtain the 
best possible classifier (not learning algorithm) for each node. Since different learning 
algorithms may produce classifiers that perform differently on the same training data, the 
system simultaneously trains several algorithms (ID3, Naïve-Bayes, IB, MC4)38 and 
selects the classifier that produces the best results. Note that, as discussed in the previous 
section, FSS is performed with respect to each algorithm, so when the system compares 
classifiers (this stage) it is already using the best features found, for each algorithm, in the 
previous step. 

The performance of each classifier is measured using k-fold cross-validation: 37,47 the set 
of training examples is randomly split into k mutually exclusive sets (folds) of 
approximately equal size. The learning algorithm is trained and tested k times; each time 
tested on a fold and trained on the data set minus the fold. The cross-validation estimate 
of accuracy is the average of the estimated accuracies from the k folds. In the VA 
accuracy is determined as the overall number of correct classifications, divided by the 



    
 

 

number of instances in the data set.  The process is repeated for each classifier being 
considered. 

The best classifier is chosen according to its performance estimate given by the cross-
validation accuracy: for each node, the classifier with the highest accuracy is selected. 
The process occurs for every node of the hierarchy defined by the user. 

An alternative to selecting the best classifier is to combine all or some of the classifiers 
resulting from the cross validation process. In 28 other ways in which classifiers can 
interact in the VA framework were presented (also see 54 for a different combination 
strategy in a different framework).   

 

Fig. 5. Overview of the learning process for each node in the hierarchy. Note that each classifier is produced 
with the best feature set for the particular learning algorithm being applied. 

3.3  CLASSIFICATION  
 

When a VOD is applied to a new image/video, the first step is automatic segmentation of 
the image/video. Classification then follows the bottom up order of the hierarchy defined 
by the user (Fig. 3). First, individual regions are classified (in a selection process similar 
to 73) and, then, perceptual-areas formed (i.e., regions are classified perceptually and 
groups are found). Those groups are then combined to form prospective object-parts, 
which form objects that form scenes. Classification, however, depends on the specific 
hierarchy defined by the user. To detect a pitcher object-part (Fig. 2), for example, the 
corresponding VOD would find pitcher regions first, and then try to find groups of pitcher 
regions that may correspond to the pitcher object-part. The process would be similar for 
grass and sand perceptual areas- regions are selected and groups of regions are used by 
the parent classifier (of the corresponding region classifier). Note that this is similar to 
the grouping performed by the system in the training phase (section 3.2). During training, 
regions are labeled by the user, so the system knows exactly which regions (those 
labeled) must be taken as a group at the parent node. In the classification stage, the labels 
are assigned by a region classifier. The classifier of the parent node, therefore, must 
search the space of possible groups.  

In the first step, then, regions are selected by a region classifier.  Given a universe U of 
elements, a function cj(i) is a classifier for class j that determines membership of i (i∈U) 
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in the set j. In binary classifiers, cj:U→{0,1}  where,  ∀ i∈U , cj(i) = 1 if  i∈j and cj(i) =0 
if i∉j. In fuzzy-classifiers35 the function is not binary, but continuous, thus cj:U→[0,1]. In 
this case, j is a fuzzy-set since each element in j has been assigned a degree of 
membership in that set (e.g., if cj(i) =0.75 and cj(l) =0.68 we say that i is a stronger 
member of class j than l).   

Region classification results in a set of region-membership tuples Rop = {(r1, m1, s1), (r2, 
m2, s2), ..., (rn, mn, sn)} where in each tuple (ri, mi, si), ri is a region that belongs to the 
current region class with degree of membership mi. The variable si is used to differentiate 
weak (si=0) and strong members of the class (si=1). This is useful because weak isolated 
regions can be discarded. 

We apply a grouping function g to Rop, to obtain a set PG = {g1, g2, .., gn} where every 
element gi is a group of adjoining regions (e.g. group of pitcher regions). The goal then 
becomes to find the most likely group candidates from the set PG (e.g., determine which 
group of pitcher regions is more likely to be a pitcher object-part). Each group gi may 
contain strong and weak region candidates, or just strong candidates. Groups of only 
weak regions are not considered because it is very unlikely for such groups to be 
important (e.g., unlikely pitcher regions are unlikely to form a pitcher object-part). 

A search, then, must be performed over the space of possible groups of regions from the 
set PG to find the best possible ones. This can be treated as a classical search problem in 
Artificial Intelligence 20,65, and therefore, we can use heuristic techniques to reduce the 
search space. In particular, we use an Evolution Algorithm44, treating each element gi in 
the set PG as an individual in a population. Individuals evolve from one generation to the 
next through genetic operations such as mutation (an individual’s characteristics are 
changed) and cross-over (two or more individuals combined to produce a new one). 
During the evolution process (generation to generation), only "strong" individuals 
survive- that is, individuals that meet certain fitness criteria. 

What follows is a description of our algorithm: 

1. Initialize population (P = PG). 

2. Evaluate individuals in P using as a fitness function, the classifier of the parent node of 
the function used to select the regions to form PG. If the maximum number of iterations 
has been reached, or an element in P satisfies the criterion function, stop. Otherwise, 
continue to step 3. 

3. Select and mutate individuals (e.g., remove a region from a selected group, etc.). 

4. Go to step 2. 

To summarize, strong region candidates are first grouped and then merged with adjoining 
weak candidates. This eliminates from consideration isolated weak candidate regions. 
The evolution program then considers each group of regions. At every generation step, 
each group is mutated, thus generating a new individual. A new individual’s fitness in the 
population is measured by the region candidate's parent node classifier. Note that each 
individual in the population (a group of regions) corresponds to an area in the 
image/video being considered. Therefore, features (recall raw feature set of section 3.2.1) 
are extracted from that area, and the classifier that was learned during training is applied. 
Examining the example of Fig. 2 again, region classifiers for the following nodes are 
applied: grass, sand, pitcher, and batter. The grouping using the evolution program is 



    
 

 

performed for each of these, and the groups are judged by the corresponding parent 
classifiers (grass and sand perceptual-areas; pitcher and batter object-parts). The field 
classifier, then, receives as input a feature vector that contains the grass and sand 
perceptual areas found (with their spatial relationships, as explained in section 3.2.1). The  
batting classifier, then, receives as input three elements and their spatial relationships 
(field, pitcher, and batter). 

A final decision is made by the Visual Object Detector (VOD), then, based on the 
decisions of all of its classifiers. In particular, all elements of the hierarchy must be 
present for a VOD to detect the object. For the batting scene of Fig. 2 to be found, all 
elements must be found (i.e., pitcher, field and its parts, etc.).      

4. EXPERIMENTAL RESULTS 

Applying CBR techniques, and in particular those that use learning, in a real world 
scenario can be a challenging task for many different reasons. Therefore, we will describe 
some of the issues we encountered applying the VA, and experimental results. In each of 
the experiments reported in this section (baseball, handshakes, skies) the amount of time 
required to complete the training stage was less than two hours. 

4.1.1 Baseball Video 

Television broadcasts of professional Baseball games were selected for these experiments 
because (as suggested by the concept of RVS of section 2), it was possible to identify 
meaningful objects and scenes that are visually similar and repeat. First, we identified the 
batting scene of Fig. 2 as a meaningful candidate for a VOD. Then we collected and 
examined data.  

Table 1. Some quality factors found in professional Baseball broadcast. 

Visual Appearance Signal quality 

Time of game (day: natural light, evening: artificial 
light) 

Reception (from Cable TV, antenna, 
satellite, etc.) 

Daytime weather (sunny, cloudy, raining, etc.) Origin (live game, videotaped game) 

Evening weather (raining, foggy, etc.) Internal-network transmission (via 
satellite, etc.) 

Stadium (natural vs. artificial field, sand color)  Analog recording (VHS, S-VHS, EP/SP 
mode, etc.) 

Teams (color of uniforms) Digital encoding (MPEG-1,2, parameters, 
etc.) 

Broadcast Network (camera angles, text-on-screen, 
etc.) 

Noise, human error 

 

In constructing a classifier for the batting scene of Fig. 2, we encountered several issues 
of importance (see Table 1 discussed in previous work 29). We divided such factors into 
those that are related to visual appearance (i.e., independent of the signal), and those that 



    
 

 

are related to the broadcast signal itself. These factors cause variations in the visual 
appearance of the content used by the algorithms, and therefore on the value of the 
features (segmentation, color, shape, etc.) used. The effect varies from minor to 
significant. For example, the time of day (morning, afternoon, night) can significantly 
affect the lighting conditions, which have an impact on the perception (and encoding) of 
color and texture. It is interesting to note that, due to the length of some Baseball games 
(several hours), it is possible to observe significant variations in weather (from sunny to 
overcast to rainy) and lighting (it is not uncommon for a game to start in the afternoon 
and end in the evening). Other factors, such as the players' uniform and the field remain 
constant within a game, but can vary significantly across different games. The way the 
games are broadcast (e.g., number of cameras, angles, etc.), on the other hand, is fairly 
standard within a game and across different broadcasters. Analyzing the data carefully, 
however, it is easy to observe variations that although minor for humans, can have a 
severe impact on CBR algorithms. Examples include "small" variations in camera angles 
(or camera distance), text on the screen, and others.   

The second set of factors was also surprisingly important. Variations in the signal, even 
within the same game were sometimes significant. Colors changed, and noise was visible 
in many cases. Some of these are due to human error at origin, while others are related to 
the broadcast mechanism itself (live over satellite, etc.). Of course, variations in 
digitization of the signals can also have a strong impact. 

For humans, most of those factors have no impact on the ability to recognize different 
scenes. Issues such as clutter (i.e., presence of unknown/unmodeled objects), occlusion, 
variations in lighting, and others,24 are well known in Computer Vision and can have a 
strong impact on automatic algorithms. Most of these issues, however, are ignored in 
most of the experiments reported in CBR, mainly because in most cases the data used for 
training/testing comes from a single “collection” (e.g., a particular news source, etc.). 

In order to test the framework with a batting scene detector, we used videos from several 
broadcasters. The set used in the experiments included games played in different 
stadiums (natural and artificial turf), times of day (night/day), weather conditions 
(overcast, sunny), etc. 

Innings from 6 different games were digitized in MPEG1 format at 1.5 MBps (30 
frames/sec, at resolution 352x240 pixels). All scene cuts were obtained manually (scene 
cuts could be detected automatically using 43), and each shot was forced to a length of 30 
frames, which is long enough to represent a batting (pitching) action. The batting (or 
pitching scene) lasts approximately 1 second in a television broadcast.  

A set of 376 baseball video shots (of 30 frames each) was used for the experiments. The 
set contained 125 batting scene shots (Fig. 2). The set of 376 was divided into 
independent training and testing sets. The training set consisted of 60 batting scene shots. 
The test set, then, consisted of 316 shots (65 batting scenes and 251 other types of 
scenes), and different games were used in the training and test sets. The definition 
hierarchy used differed slightly from the one in Fig. 2: the field object-part was divided 
into three perceptual areas: mound, top grass, and bottom grass. 

Since classification starts at the region level, we examine classification results for 
different region classes. As discussed in section 3.2.4, different classifiers may perform 
differently on the same training data, and therefore it may be beneficial to use different 



    
 

 

algorithms for different classification problems. For our particular experiments, this is 
illustrated in Fig. 6. The figure shows the learning curves for region node classifiers 
constructed using the ID3 algorithm, and using a k-Nearest Neighbor classifier (k=5). In 
the VA framework, cross-validation accuracy is used, over the training set, to select the 
best features and classifiers. For illustration purposes here (in Fig. 6 only), we show the 
learning performance over the entire set (training and testing sets together). The overall 
batting scene classifier does not have access to the test set during training, but we show it 
here because the differences between the curves are easier to observe than on the training 
set alone- the point of this discussion is to emphasize that an algorithm will perform 
differently on different sets of data. The curve for ID3, for example, suggests that an ID3 
classifier will perform better on pitcher and grass nodes. An IB-5 classifier shows similar 
performance variations on different sets of data. At the same time, the plots show that the 
ID3 algorithm is more likely to perform better for the batter regions than the IB5 
classifier. In the actual cross-validation experiments over the training set (not shown), 
different algorithms and features were selected for the construction of classifiers at 
different nodes (some examples are presented in 29). Performance variations over the 
training set varied depending on the node, and most of the region level classifiers 
achieved around 80% accuracy on the independent test set.   
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Fig. 6. Learning curves that show number of training examples vs. error rate, for two different algorithms (top: 
ID3 and bottom: K-Nearest Neighbor, K=5) on the same set of data. The error bars represent 95% confidence 

intervals, and the error corresponds to the total percentage of misclassifications.  



    
 

 

Detection of video shots of the batting scene (Fig. 2) using the entire hierarchy resulted in 
an overall accuracy of 92% (overall % of correct classifications) with 64% recall, and 
100% precision on the independent test set of 316 shots (65 batting scenes and 251 non-
batting scenes).  High precision was achieved in the VA in these experiments because the 
current implementation of the framework requires the detection of all nodes in the 
hierarchy. In other words, a batting scene can only be detected if all components of the 
hierarchy are found in the scene/shot. Therefore, a detector for this scene is unlikely to 
encounter false positives for all of the components of the hierarchy within a single scene. 
This mechanism, however, also causes a drop in recall: a classification error (miss) in one 
node of the hierarchy can cause a dismissal of a batting scene shot. In general, therefore, 
a hierarchy with more nodes is likely to yield higher precision and lower recall. Fewer 
nodes are more likely to yield lower precision and higher recall. Indeed, the shots that 
were missed by the classifier were missed because not all of the nodes were present. In 
particular, in most of the misclassifications the smaller elements (e.g., mound, batter) 
could not be found. This was due to segmentation errors, and errors at different levels of 
the hierarchy. In some cases text (and borders) surrounding the scene caused the errors- it 
is not uncommon for the entire scene to be reduced by a border with text (e.g., statistics 
or information from other games being played at the same time), making detection very 
difficult. 

Detection of the batting scene across different games (with the variations outlined in 
Table 1) is a difficult problem on which the VA has performed well. Preliminary 
experiments using global features (quantized LUV color histogram and coarseness) as 
well as block-based global scene classification (breaking up each image into 16 blocks, 
classifying the blocks and assigning the image the majority of the block labels74) 
produced poor performance. Although more experiments are required to compare the 
VA’s performance with other approaches (e.g., using the same features as in 74,77 and 
testing the implementation with a set of similar images), an analysis of the data and the 
preliminary experiments suggest that scene-level classification (i.e., not using structure 
information) may not yield good results for this particular problem. One of the biggest 
difficulties is the variation that occurs across different games. The important components 
of the batting scene (i.e., those included in the hierarchy of Fig. 2) usually occupy around 
one third of the image (scene). A global approach to classification, therefore, is likely to 
be affected by the remaining two thirds of each scene. Because of variations in the 
stadium, for example, the background (e.g., wall behind the pitcher) can be significantly 
different across different scenes. The VA framework takes this into account in the sense 
that if the background is not included in the hierarchy, it may not have a direct impact on 
the detection of the object/scene. A related observation is that, in this particular 
application, there are many similar scenes that do not match the model. There are many 
scenes that show a field and a crowd in the background. Such scenes, however, do not 
contain a batter (and pitcher), so a VOD that includes such elements would be able to 
differentiate between one of those “field” shots and a batting scene. It would be more 
unlikely for a global (or block-based) classifier, on the other hand, to be able to make 
such distinctions. 

A possibility to alleviate the problem of variation present in the data, is to perform a 
filtering of the shots.80 In that approach, incoming video scenes are first automatically 
assigned to a “color model” based on unsupervised learning (e.g., different models for 
different games- night, sunny, etc.), and a subsequent process uses manually constructed 



    
 

 

rules at the segmented region level (to account for local scene structure) to perform 
classification. Promising preliminary results (precision 96%, recall 97%) was reported in 
detecting batting scenes in broadcast videos.80 However, note that unlike the VA the 
approach uses manually constructed region-level rules, and adaptive filtering that 
automatically selects the global color model depending on color variations of the new 
video. Indeed, it would be a promising direction to incorporate the adaptive filtering as a 
pre-filter before applying the VA detector. 

4.1.2 Handshakes and skies 

Detectors were also constructed for handshake, and sky images (see object hierarchies for 
handshakes and skies in Fig. 7). For the handshake tests, 80 training images, and an 
independent test set of 733 news images were used. Out of the 733 images, 85 were 
handshakes. An overall accuracy of 94% (94% of the set of 733 images, were correctly 
classified) was achieved (74% recall, 70% precision) with 89 images automatically 
labeled as handshake by the system. Sky detection was performed on a set of 1,300 
images that contained 128 skies (with an independent training set of 40 images, see 55). 
An accuracy of 94% was achieved (50% recall, 87% precision), in a set of 134 images 
retrieved. 

 

 
Fig. 7. Example object definition hierarchies. The first hierarchy was not used in experiments, but shows how 
the close-up of a player could be modeled. The other two hierarchies were used in the experiments reported. 

The results reported for the different types of hierarchies show that the Visual Apprentice 
framework is flexible, allowing the construction of different types of detectors. More 
importantly, performance in each case was similar to performance reported for similar 
classifiers using other techniques (overall accuracy around 90% and higher). The 
experiments show encouraging results for the construction of dynamic approaches to 
classification. Next we describe some possible extensions, and improvements.   

Sky 

Regions 

Face 1 Face 2 Handshake

Regions Regions 

Handshake 

Regions

BatterField Pitcher

Grass Sand

Regions Regions Regions Regions 

Batting 



    
 

 

5. DISCUSSION 

5.1 Extensions to the framework 

The framework of the VA shows several desirable characteristics of CBR systems. The 
system uses learning techniques to automatically build classifiers, and therefore detectors 
can be easily constructed without the need for specialized algorithms. Since classifiers 
are built independently (for each node of the hierarchy), however, specialized algorithms 
can be easily incorporated. For example, in the handshake classifier, a face detection 
module could be used instead of the face node classifiers. Similarly, a domain-specific 
segmentation algorithm could be used to improve performance. In the current 
implementation a "standard" set of parameters is used with the segmentation algorithm. 
The parameters, however, could depend on the specific class (and hierarchy) being 
constructed by the user, or even learned by the system based on correct/incorrect 
segmentation results (labeled by the user). 

The construction of the hierarchy, as discussed earlier, is subjective and will depend on 
the user. Therefore, two hierarchies for the same class (e.g., batting scene) may lead to 
different classification results. It is conceptually possible to build an hierarchy 
automatically, or semi-automatically. This issue is somewhat related to the learning of 
belief networks54, and research in which the goal is to automatically detect Regions of 
Interest (ROIs). ROIs are areas that would roughly correspond to nodes in an hierarchy 
(i.e., areas of the image which are more important than others59). In 25, for example, 
experiments were presented to explore the use of eye-tracking results for automatic 
classification.  Potentially this type of interaction could replace the current mode of 
interaction in the training stage of the VA, and help in the automatic or semi-automatic 
construction of hierarchies. A related issue is allowing more flexibility in the construction 
of hierarchies, and the application of the VODs. For example, instead of requiring all 
nodes to be labeled (and present during classification), it would be possible to extend the 
framework to allow the omission of nodes. A batting scene, then, could be detected (with 
a smaller confidence score), even if a pitcher is not detected. 

Another possible extension of the VA, could include (at the user's expense) additional 
input parameters that could be used by the system to guide the training process. 
Information on issues such as desired computational efficiency (e.g., 
training/classification speed), for example, could be used internally in the selection of 
classifiers, and in providing training guidelines (e.g., size of training set, etc.).  

5.2 On Applications 

With the VA it is possible, to construct classifiers for objects/scenes that are visually 
similar, and have a structure that can be clearly defined. Applications in sports 
commercial domains (e.g., databases of retail objects) seem promising. The approach, 
however, may be unsuitable for classes in which variation in visual appearance is too 
significant, or in which a well-defined structure is not easily identified (e.g., indoor, 
outdoor images). Although it is conceivably possible to build several disjoint hierarchies 
for such classes (rather than having a single one), it is likely for other approaches that 
have produced promising results (e.g., 74,55) to be more suitable.  



    
 

 

It is also important to point out that in some domains, specialized algorithms may be 
better than flexible frameworks (e.g., the VA). An interesting possibility, however, is the 
combination of approaches like the VA with approaches that use expert knowledge. The 
VA, for example, could be used by an expert to construct rule-based classifiers, and those 
classifiers could be manually refined by the expert to improve their performance in a 
specific application. The framework could also be used to quickly examine feature 
variations for different types of objects (e.g., analyzing the training data), and to construct 
basic components to use in expert-constructed systems (e.g., use of a sky detector in a 
larger framework). The batting scene rules in the sports event detection discussed 
earlier,80 for example, were constructed by an expert by analyzing features extracted by 
the VA during training. High accuracy was achieved in that system using this approach, 
suggesting that the VA framework can also be a useful tool for experts constructing 
domain-specific classifiers.  

6. CONCLUSIONS AND FUTURE DIRECTIONS  

We presented a new approach to the construction of dynamic classifiers for CBR. In the 
Visual Apprentice (VA), a user defines visual object/scene models, that depend on the 
classes in which she is interested, via a multiple-level definition hierarchy (region, 
perceptual-area, object part, object, and scene). As the user provides examples from 
images or video, visual features are extracted and classifiers are learned for each node of 
the hierarchy. At each node, the best features and classifiers are selected based on their 
performance, using k-fold cross-validation over the training set. The resulting structured 
collection of classifiers (a Visual Scene/Object Detector) can then be applied to new 
images/videos. A new image/video is first segmented automatically, and then the 
classifiers (region, perceptual-area, object part, object, scene) are applied according to 
the hierarchy. 

The concept of Recurrent Visual Semantics (RVS) was also discussed. RVS is defined as 
the repetitive appearance of elements (e.g., objects, scenes, or shots) that are visually 
similar and have a common level of meaning within a specific context. Using that 
concept, it is possible to identify where and when learning techniques can be used in 
CBR.  

Experimental results were presented in the detection of baseball batting scenes, 
handshake images, and skies. The results of the experiments are promising. The 
framework is flexible (users are allowed to construct their own classifiers, 
accommodating subjectivity); no input is required on difficult issues, such as the 
importance of low-level features, and selection of learning algorithms; and performance 
is comparable to that of other approaches. One of the main advantages of our framework 
is the flexibility of defining object/scene hierarchies and detailed user input at multiple 
levels. The approach allows users to specify multiple level composition models, which 
are absent in most existing approaches to CBR. 

Future work includes further research into classifier combination, semi-automatic 
hierarchy construction, and MPEG-7 compatibility for the generation of features during 
learning and classification. Other topics of future research also include feature and 
classifier selection in with a small number of samples, the development of a theoretical 



    
 

 

framework for the hierarchical classification scheme we propose, and the inclusion of 
additional multimedia features (e.g., audio). 
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